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Abstract 

Airborne Laser Scanning (ALS) point cloud segmentation and classification are very 
important and attractive tasks that still interest many scientists. In this paper, 3D 
classification optimization method is applied for of airborne LIDAR point cloud, covering an 
urban area with a low density. Our main contribution is to solve classifier and kernel hyper-
parameters tuning issue. Typically, choice of parameters is done empirically. In almost all 
classification studies, no details are given for the classifier parameters choice, which is very 
important. The parameters of the classifier have a direct impact on the classification results. 
Finding hyper-parameters leads to optimal classification results. In order to determinate the 
hyper-parameters, authors propose to apply in the context of LiDAR data, a method 
proposed in the literature called parameters selection to deduce the best parameters, in 
order to optimize the classifications results. The results shown that parameters selection 
does not systematically lead to hyper-parameters, but can be used as first stage, then a fine 
search can be performed around the obtained interval. 

Keywords: LiDAR airborne, Support Vector Machine, RBF kernel, parameters selection. 

 

EXTENDED ABSTRACT  

I. Introduction 

Light Detection and Ranging (LiDAR) is an active remote sensing technology used for 
several applications.  Airborne LiDAR has become an indisputable tool for the acquisition of 
highly accurate and dense point cloud. A classification of Airborne Laser Scanning (ALS) 
point cloud is very important task that still interest many scientists. Classification approaches 
can be categorized in point-based and segment-based classification. For point-based 
classification, the attributes is calculated for each point. While with segment-based method, 
a prior segmentation of point cloud is required, followed by attributes computing for the 
resulting segments [1]. Support Vector Machine (SVM), based on kernels, is one of the most 
used statistical learning algorithm for LiDAR data [2]. Only a few training samples, called 
support vectors, are required. SVM has shown its potential to cope with uncertainty in data 
caused by the noise and fluctuation, and its computationally efficient compared to several 
other methods [3].  Such properties are particularly suited for remote sensing classification 
problems and explains their large adoption [4]. 
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The article addresses the problem of classification parameters tuning. The choice of 
classifier and kernel parameters is pertinent and has a significant impact on the classification 
results. Little information is provided in the articles regarding the choice criterion of 
classification parameters. The tuning of classification parameters is usually made empirically 
after several testing. The parameters of the classifier have a direct impact on the 
classification results. Finding hyper-parameters leads to optimal classification results.  

Authors propose to apply parameters selection method proposed in [7], in the context of 
LiDAR data to optimize the classifications results. Hyper-parameters are deducted by 
performing grid search on SVM classifier parameters and 5-fold cross validation.  

 

 
Fig.1: the flowchart of the present study. 

 

II. Methodology 

In this paper, 3D classification optimization of ALS LiDAR point cloud is proposed. The 
targeted classes concern roof-building elements, often omitted by researchers, due to their 
small size and shape variety.  Firstly, sub-surface segmentation (SSG) method is applied 
on point cloud as pretreatment stage, which permit to discard buildings roofs segments. 
Further details regarding sub-surface growing segmentation method can be found in [5]. 
Secondly, the unassigned raw point cloud SSG, is clustered using connected component 
analysis method in order to group the points into distinct objects. The applied clustering 
method is known for image processing and was successfully used for LiDAR data [4]. 
Connected component analysis only requires a neighborhood distance as an initial 
parameter. Thirdly, twelve geometric-based attributes are computed for each object. The 
components are projected over the orthophoto of the studied area, which is used as ground 
truth. Then, the component are labelled one by one, 1412 components containing 25695 
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points. Fig. 2 shows the selected areas in the orthophoto for classifier training. The flowchart 
of this study is shown in Fig. 1. 

 

Fig. 2: the selected areas used labelled for training the classifier 

III.  Data Results and Discussion 

The exploited LiDAR point cloud is provided by the German Society for Photogrammetry, 
Remote Sensing and Geoinformation [8]. The ALS data used is characterized by a low 
density (4-6 points/m²), and is covering an urban area, located in residential parts of the city 
Vaihingen in southern Germany. Two areas are selected in the orthophoto (in Fig.2) and an 
interactive labeling of the underlying components is performed to form the training data set. 
Then, the labelled set is randomly split into training (70%) and test subsets (30%). The 
classes considered are ground, others and two classes belonging to the roof building 
(dormers and chimneys), making four classes. Finally, the components are subjected to a 
SVMs classifier. The Radial Basic Function RBF Kernel is used. The choice of Gaussian 
kernel is motivated firstly by the fact that the kernel was successfully adopted in several 
articles [4] [6]. Secondly, the use of a more sophisticated kernel does not involve an 
enhancement of the results. Thirdly, the small number of the required parameters (C and σ) 
to decrease the computation time. In addition to overall accuracy (OA), the performance 
measurements of classification used are the recall, precision, F-score and area under the 
curve (AUC) score.  

 In order to optimize the classification rates, the parameter selection is inspected. It consists 
to find the kernel and classifier parameters (C and σ) leading to best overall accuracy using 
grid search and v-fold cross validation. The 5-fold cross validation accuracy is computed 
several times while varying C in [2−15 , 2−13, … 2−1, 21, 23 , … 215]  and σ in 
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[2−15 , 2−13, … 2−1, 21, 23]. The pairwise (C, σ) giving the higher cross validation accuracy is 
retained for the final classification process. More details about parameters selection can be 
found in [7]. With the same way, a finer grid search can be conducted in a limited interval 
around the selected parameters in previous stage, in order to enhance further the overall 
accuracy. Supposing for example the parameters selection resulted to C = 25 and σ = 2−3  
as initial best parameter, then the fine grid search is just the application of grid search by: 

 varying C and σ in the restricted intervals �24 , 24.5 ,  24.75, … 25,  25.25,  25.5,  26�  and 
�2−4 , 2−3.75, 2−3.5, 2−3, 2−3.5,  2−2.5, 2−2� respectively.  

Table1: performance results of SVM classifier using parameter selection (C = 2048, σ= 8) 

 
Classes  classes  Precision Recall  F1-score 
  Dormer  0.83 0.86  0.85 

 Chimney  0.89 0.98  0.93 
 Ground  0.88 0.96  0.92 
 Others  0.85 0.93  0.89 

OA  85.22% 
AUC  0.93 

 

 

Table2: performance results of SVM classifier using intuitive search of parameters (C = 
1092, σ= 5.5) 

 

 

 

As can be shown in table 1, parameters selection has led to (C and σ) equal to ( 2048, 8) 
respectively. The achieved results should be the highest. However, the table 2 shows that 
the deducted parameters results, (C and σ) equal to (1092, 5.5) outperform those obtained 
by parameters selection. Intuitive search, which consists to apply parameters selection, than 
flowed by empiric search around the obtained interval, achieved to the optimal OA and F1-
score. 

IV. Conclusion 

The present study demonstrated that for LiDAR point cloud, parameters selection proposed 
in [7], [9] does not systematically lead to hyper-parameters as claimed. Even though 
parameters selection has been successfully exploited for different remote sensing data [10, 
11]. The particularity of the considered classes may influence the classification optimization. 

Classes  classes  Precision Recall  F1-score 
  Dormer  0.83 0.89  0.86 

 Chimney  0.89 0.99  0.94 
 Ground  0.96 0.98  0.97 
 Others  0.86 0.97  0.91 

OA  88.31% 
AUC  0.96 
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Parameters selected empirically gave better results. We demonstrated that hyper-
parameters can be determined by intuitive parameters selection, Which consists to orient 
the search in a restricted interval of (C and σ) after parameter selection step. 
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